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Abstract

In recent times, the reconfigurable intelligent surface (RIS) has emerged as a promising

technology for improving network coverage and maintaining connectivity in the millimeter-

wave (mmWave) communications channel. RIS acts as an intelligent mirror that interacts

with incoming signals and reflects them toward the receiver regardless of location. In

this thesis, we aim to optimize the Angle of Arrival (AoA) estimation of the received

signal at the mobile station in a RIS-assisted communication system over Rayleigh fading

channels using the Multiple Signal Classification (MUSIC) and MIN-NORM algorithms

to enhance the strength of the received signal at the receiver in Non-Line-of-Sight (NLoS)

paths. Additionally, the study aims to evaluate the impact of various factors on the

accuracy of AoA estimation, including Signal-to-Noise Ratio (SNR), the number of RIS

elements, the number of antenna array elements at the mobile station (MS), the number of

snapshots, the location of RIS, and the Inter-element spacing in the antenna array on the

estimation accuracy of the angle of arrival. The results of this study can provide insight

into the behavior of MUSIC and MIN-NORM algorithms with varying these parameters.

Finally, we will use simulation and analytical models to verify our system’s performance.
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 ستخلصالم

 بعدها وما الخامس الجيل شبكات تغطية لتحسين واعدة كتقنية مؤخرًا (RIS) التكوين لإعادة القابل الذكي السطح ظهر

 تتفاعل ذكية كمرآة التكوين لإعادة القابل الذكي السطح يعمل المليمترية. الموجة اتصالات قناة في الاتصال على والحفاظ

 وبسيطة التكلفة منخفضة التقنية هذه أن كما  موقعه. عن النظر بغض لمستقبلا اتجاه في وتعكسها الواردة الإشارات مع

 هو التقنية هذه يميّز وما اللاسلكية. الاتصالات وأنظمة شبكات في حاليا الموجودة التقنيات من بغيرها مقارنة التركيب

 الطور إزاحة عن الناتج السلبي ثرالأ تعويض خلال من والمُستقبل المُرسل بين الاتصال قناة خصائص تحسين على قدرتها

 قناة في التحكم على قدرتها حيث من جداً ومُتطورة حديثة الميزة هذه تعُد حيث المرسلة، الإشارة في القناة تسببها التي

 من الاتصال أنظمة أداء تحسين على فقط المقدرة تمتلك التقنيات، من سابقًا استخدامه تم ما جميع بينما نفسها، الاتصال

 دحضه تم ما وهذا بها، التحكم يمكن لا الاتصال قناة خصائص بأن فرض على والمُستقبل المُرسل بخصائص التحكم لالخ

  التكوين. لإعادة القابل الذكي السطح تقنية خلال من مؤخرًا

 

 مدعوم تاتصالا نظام في المتنقلة المحطة في المستقبلة للإشارة الوصول زاوية تقدير إلى نهدف ،الأطروحة هذه في

 خوارزمية و  (MUSIC)   المتعددة الإشارات تصنيف خوارزمية باستخدام التكوين لإعادة القابل الذكي بالسطح

.(MIN-NORM)  بما ،المستقبلة للإشارة الوصول زاوية تقدير دقة على المختلفة العوامل تأثير تقييم إلى نهدف  ،يضاأ 

 المتنقلة، المحطة في الهوائيات وعدد الذكي، السطح على العاكسة رالعناص وعدد الضوضاء، إلى الاشارة نسبة ذلك في

 نتائج توفر أن يمكن الهوائي. صفيف في العناصر بين والتباعد القاعدة لمحطة بالنسبة الذكي السطح وموقع العينات، عدد

 . المعلمات هذه اختلاف مع الخوارزميتين لسلوك ثاقبة نظرة الدراسة هذه
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1 Introduction

For each new generation of cellular networks, there is an enormous increase in data rates due

to rising demand and the introduction of innovative active use cases driven by emerging appli-

cations and supporting ecosystems. In 6G networks, some of these use cases include driverless

and e-health. As a result, engineers and researchers must come up with new ideas to help them

reach their goals during the concept-to-deployment cycle. 5G systems aim to use advanced

technologies such as massive multiple-input multiple-output (MIMO) and mmWave communi-

cations for higher data rates, improved spectral efficiency, and increased frequency reuse. Mas-

sive MIMO enables beamforming in desired directions, while mmWave communication offers

higher bandwidths, further improving achievable data rates and making smaller cells possibly

due to the rapid attenuation of signals. A critical disadvantage of mmWave technology is its

limited coverage and range. As a result, mmWave cannot propagate over long distances and is

highly sensitive to physical obstructions such as walls and trees. Additionally, the Line-of-Sight

(LOS) link is often blocked or weak, leading to frequent disconnections and reducing system

reliability. Therefore, future generations propose using modern technology called RISs (Recon-

figurable Intelligent Surfaces) in wireless networks to maintain a robust level of connectivity.

They consist of reconfigurable reflectors that can easily adjust the delay and phase of incoming

signals, making them well-suited for NLoS scenarios where the Los path is either blocked or

has low signal strength. With the help of RISs, signal loss due to environmental obstacles can

be compensated for, allowing for more reliable and efficient wireless networks .

The development of wireless communication has been focused primarily on creating transmit-

ters and receivers that could successfully transmit signals over a difficult wireless channel until

now. Now, advancements in signal processing are allowing us to shape the wireless channel to

our own needs, breaking free from the limits of previous devices. We aim to study how we can

benefit from the RIS to improve the estimation of the angle of arrival of the received signal at

the mobile station. Therefore, high-resolution angle-of-arrival estimation is crucial for proper

beam alignment to take advantage of the large beamforming gain.
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2 Problem Formulation

2.1 Description

In this thesis, we consider the scenario wherein a mobile station equipped with a uniform linear

array antenna (ULA) consisting of Nm antenna elements receive signals from a base station

(BS) via a RIS consisting of Nr reflector elements, as illustrated in Fig. 1.

Figure 1: A RIS - assisted communication system.

The signal transmitted by the BS impinges on the RIS and is then reflected from each element

of the RIS with an adjustable phase shift towards the mobile station in a specific direction. Our

objective is to utilize reconfigurable intelligent surfaces to assist the base station in estimating

the angle of arrival that provides maximum received power at the mobile station over Rayleigh

fading channels. This will be achieved by employing the MUSIC and MIN-NORM algorithms.

Additionally, we will assess the impact of various factors on optimizing the accuracy of the

angle of arrival estimation. These factors include the number of array elements at both the

mobile station and RIS, the number of signal snapshots, the enhancement of the SNR, the

inter-element spacing of the antenna array, and the positioning of the RIS relative to the base

station.

2



2.2 Motivation

We are aiming to use RISs to improve wireless communication networks. We are interested in

realizing a controllable radio environment by adjusting the phase shift values of the RIS units

through software. Our primary focus is to analyze the effect of RISs on the accurate detection of

the angle of arrival of the received signal at the MS. The angle of arrival estimation is important

for beamforming, tracking, and localization. By leveraging RISs, we aim to optimize the angle

of the arrival estimation process and provide improved signal quality at the MS.

2.3 Main Contribution

Our primary focus is to leverage modern technology, specifically reconfigurable intelligent sur-

faces, to enhance the estimation of the angle of arrival of the mmWave received signal at the

mobile station. This improvement enables proper beam alignment from the base station to-

ward the receiver in the estimated direction, which is essential for maximizing beamforming

gain. Although the MUSIC and MIN-NORM algorithms have been commonly utilized for the

angle of arrival estimation in MIMO systems, their application in RIS-assisted communication

systems has not been used.

3



3 Related Work

This section will provide a general overview of the RIS, which is deployed to maintain con-

nectivity between the base station and the mobile station. Following that, we will present an

overview of the algorithms used for estimating the angle of arrival.

3.1 Overview of Reconfigurable Intelligent Surface

Recently, the concept of RIS or intelligent reconfigurable surface (IRS), large intelligent surface

(LIS) has been proposed to maintain connectivity and improve the network coverage and data

rate in mmWave MIMO communications [3–7]. These surfaces are comprised of a large number

of passive elements, referred to as meta-material units, which interact with the incident signals

by intelligently reflecting them, thus improving the wireless system performance. A RIS can be

viewed as a Software Defined Surface (SDS) that programs radio waves. It intentionally controls

the propagation environment to enhance the signal quality at the receiver. The RIS can act

as a clever reflector, enabling control of the propagation environment by adjusting the phase

shifts, regardless of the receiver’s location [8]. RISs have been used for a variety of goals in the

literature, such as improved energy efficiency [6], security [9], spectral efficiency (SE) [10, 11],

and even positioning [12, 13]. They are seen as an essential component of the development of

beyond-5G wireless networks and enabling technologies to [4] , [6], [14, 15].

In order to adjust the phase shifts of RIS, some prior works [14–17], have assumed that the

base station can accurately or roughly know the channels between the RIS and the transmit-

ters/receivers. Furthermore, RIS elements can be implemented using phase shifters that reflect

incident signals using two approaches for designing the RIS reflection matrix. The first ap-

proach requires channel estimation to design the reflection matrix, which results in massive

channel training overhead; the second approach selects the RIS reflection matrix from quan-

tized codebooks via online beam/reflection training, but the size of the reflection codebooks

needs to be in the order of the number of antennas, which results in tremendous training costs.

A hybrid analog/digital architecture at the RIS may be employed to avoid this massive training

with channel estimation strategies used to obtain the channels.

Recently, numerous research works have studied the performance of RIS-assisted wireless sys-

tems. The authors in [18] studied the effect of the number of reflecting elements in bidirectional

full-duplex (FD) wireless communication systems with the support of RISs. Results showed

that the performance of the system was significantly dependent on the total number of reflect-

ing elements in the RISs. In particular, when the total number of reflecting elements increased

continuously, the outage probability (OP) decreased continuously. However, when the total

number of reflecting elements was already large enough, the OP decreased greatly. To improve

the performance of the considered RIS-FD system, we could use a larger number of reflecting

4



elements with one RIS or multiple RISs. In [19], the author studied the coverage of a downlink

RIS-assisted network, which comprised one base station and one user. The analysis revealed

that the orientation of the RIS as well as the horizontal distance between the RIS and the

base station had a significant impact on cell coverage. The results showed that when the RIS

moved away from the base station, the coverage initially increased. However, if the distance

between the RIS and base station continued to increase, the cell coverage degraded due to

the decreased SNR received. Consequently, it is important to position the RIS at a moderate

distance from the base station to ensure optimum coverage. In [20], the authors investigated

coverage, the delay outage rate, and the probability of the received SNR gain in a RIS-assisted

communication system over a Rayleigh fading channel with the use of the Central Limit Theo-

rem (CLT). Meanwhile, [21] analyzed the ergodic capacity (EC). In [22], the authors minimized

the outage probability by optimizing the phase shifts of a RIS over Rician fading channels. Ad-

ditionally, [23] studied the impact of phase noise on the bit error rate (BER) over the Rayleigh

fading channel. [24] quantified the effect of discrete phase shifts on the achievable rate over

Rician fading channels. Moreover, [25] analyzed the effect of discrete phase shifts for achieving

the entire diversity order over the Rayleigh fading channel. Finally, [26] proposed the distri-

bution of SNR in multiple antennae RIS-assisted systems in the presence of phase noise in a

general framework. Recently, many research papers have been published to consider situations

where the LoS link is either weak or unavailable, so a RIS is used to reliably transmit data

by optimizing the phase shifts of its reconfigurable elements and the precoding and decoding

vectors at the transmitter and receiver, such as in [6], [11], [27–32]. Several designs have been

proposed using RIS technology for a variety of advanced communication techniques, such as

mm-wave communications [30], unmanned aerial vehicle (UAV) networks [33–35], and physical

layer security [31].

3.2 Algorithms for estimating the angle of arrival

Standard antennas are designed to send and receive radio signals effectively. In contrast, smart

antennas must also be able to estimate the direction of arrival (DoA) of the received signal and

use this information for beamforming [36, 37]. DoA estimation is an important issue in smart

antenna systems [38–40]. It is used in various wireless communication applications, such as

sonar, navigation, electronic surveillance, radar, radio astronomy, tracking [41–43] and local-

ization. DoA estimation is a process that determines the angle of arrival of a received signal

by processing the signal impinging on an antenna array [44]. This process can help improve

the quality of service in a communication system by focusing reception and transmission only

in the estimated direction.

AoA estimation can be realized using algorithms classified as conventional and non-conventional

approaches [45]. Conventional methods are called non-subspace methods, including Minimum
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Variance Distortionless Response (MVDR) Estimator [46], Maximum Entropy Method (MEM)

[8],Maximum Likelihood Method (MLM), Bartlett and capon [47] methods. Non- conven-

tional methods are called subspace methods, including MUSIC [48–51], MIN-NORM Method

(MNM) [52–54] and the estimation of signal parameters via the rotational invariance tech-

nique (ESPRIT) [55–57]. Conventional methods focus on determining a pseudo-spectrum at

first, then AoAs are determined by searching for the power peaks in the utilized spectrum

band. The Pseudo-spectrum relies on a mathematical function, which yields the best results

when employed along with an accurate estimation method to calculate the pseudo-spectrum.

Conventional methods strongly depend on the antenna array aperture’s physical size since a

small aperture may cause poor resolution and inaccurate signal detection. Moreover, they are

useful for wireless environments where signal properties information is unknown. Subspace

methods rely on decomposing the signal’s covariance matrix into two orthogonal matrices: the

signal subspace and the noise subspace. Estimating the direction of arrival is performed using

the noise subspace, assuming that the noise in each channel is highly uncorrelated. Subspace

methods have gained more popularity than conventional because they provide higher resolution

than conventional algorithms [58, 59]. The estimation accuracy of subspace methods depends

on several parameters [60], including the number of data samples, array elements, inter-element

spacing, antenna type, and SNR. The author in [61] presents the angle of arrival estimation

simulation, using the MUSIC and ESPRIT algorithms. The simulation results indicate that

the MUSIC algorithm is more accurate and stable than the ESPRIT algorithm. As reported

by the author felt in [59], the MUSIC method is a more widely-accepted parameter estimation

algorithm than ESPRIT, wherein it can be leveraged both for uniform and non-uniform linear

arrays. However, ESPRIT has relatively limited applications and is limited to some peculiar

array structures [62]. In [63], the author presents the outcomes of using different techniques to

evaluate the direction of arrival in the MIMO OFDM radar system. The four approaches eval-

uated were MVDR, MUSIC, MIN-NORM, and ESPRIT. The results of the simulation showed

that the MUSIC algorithm gave the best resolution for determining the direction of arrival,

followed by MIN-NORM and ESPRIT, while the MVDR give the worst resolution.

The ultimate goal is to study the performance of RIS to optimize the accurate estimation of

the angle of arrival of the received signal at the mobile station. To achieve this, an algorithm

belonging to the subspace, specifically the MUSIC algorithm, is utilized due to its classifica-

tion of high performance and accuracy in estimating the direction of arrival. Additionally,

another algorithm belonging to the subspace, MIN-NORM, has been selected to validate the

results obtained from the MUSIC algorithm. Based on our knowledge of the literature, MU-

SIC, and MIN-NORM algorithms have been used in MIMO systems but have not been used in

RIS-assisted communication systems.
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4 Propagation and Fading

In this section, we will provide a general overview of the fading that the signal may experience

during its transmission from the sender to the receiver.

Radio propagation in wireless communication occurs when radio waves move from a transmit-

ter to a receiver and is affected by various physical phenomena, such as reflection, diffraction,

and scattering [64]. Reflection occurs when an electromagnetic wave travels and encounters an

object that is much larger than the wavelength, such as the surface of the Earth or a building,

causing the signal power to be reflected back to where it originated from rather than continuing

to its destination. Diffraction causes the waves to bend and spread out when they encounter a

sharp irregular surface or small openings, creating secondary waves that can travel between a

transmitter and receiver even when a direct, line-of-sight connection is not available. Scattering

occurs when electromagnetic radiation is diverted off its straight path by objects that are small

compared to the wavelength, such as street signs, lamp posts, and foliage. The transmission of a

radio signal is an unpredictable and complex process, determined by reflection, diffraction, and

scattering, the strength of which changes depending on the environment in different situations.

Wireless channels have a unique characteristic called fading, which is the changing of the

signal’s amplitude over time and frequency. This variation is unlike other sources of signal

degradation, such as additive noise, as it is considered to be a non-additive disturbance to the

wireless channel. Fading [65–67] be induced by multipath propagation, known as multipath

fading, or caused by obstacles that affect a radio wave’s propagation, known as shadow fading.

Fading can be divided into two categories: large-scale and small-scale. Large-scale fading is

caused by path loss of the signal over distance and due to shadowing caused by objects such

as buildings over long distances. On the other hand, small-scale fading is caused by the con-

structive and destructive interference of multiple signal paths over short distances. This type

of fading can be either fast or slow, depending on the Doppler spread and frequency selectivity.

4.1 Free space propagation model

The free-space propagation model is utilized to calculate the strength of the received signal in

the LoS environment [64]. The received power, Pr, at the receiver, can be expressed by the

Friis equation as:

Pr(d) =
Ps.Gt.Gr.λ

2

(4.π)2.d2.L
(1)

where Ps is the transmit power (in watts), λ is the wavelength of the carrier frequency (in

meters), d is the distance between the transmitter and the receiver (in meters), Gt and Gr
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are the transmitting and receiving antenna gains, respectively, and L is the system loss factor

which is independent of the propagation environment. The system loss factor represents overall

attenuation or loss in the actual system hardware, including transmission line, filter, and an-

tennas. In general, L ≥ 1, but L = 1 if we assume that there is no loss in the system hardware.

It is clear from Eqn.(1) that the received signal power decreases with increasing distance be-

tween the transmitter and receiver. The free-space path loss (PLF ) can be derived from Eqn.(1)

as follows:

PLF [dB] = 10log10

(
Pt

Pr

)
= 10log10

(
42.π2.d2

Gr.Gt.λ2

)
(2)

Without antenna gains (i.e., Gt = Gr = 1), Equation (2) is reduced to

PLF [dB] = 10log10

(
Pt

Pr

)
= 20log10

(
4.π.d

λ

)
(3)

A more generalized form of the path loss model can be constructed by modifying the free-space

path loss with the path loss exponent η that varies with the environments. This is known as

the log-distance path loss model, in which the path loss at distance d is given as

PLLD(d)[dB] = PLF (d0) + 10η log

(
d

d0

)
(4)

where d0 is a reference distance at which or closer to the path loss inherits the characteristics

of free-space loss in Equation (2), and η is the path loss exponent ( η = 2 corresponds to free

space); it can vary from 2 to 6, depending on the propagation environment Path loss exponent

is one of the most important parameters widely considered in wireless communication analysis

to specify the propagation environment [68]. Typical values of the path loss exponent are shown

in Table 1.

Table 1: Path loss exponent for different environments [2]

Environment Path Loss Exponent, η

Free Space 2

Urban area cellular radio 2.7 to 3.5

Shadowed urban cellular radio 3 to 5

In building line-of-sight 1.6 to 1.8

Obstructed in buildings 4 to 6

Obstructed in factories 2 to 3
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Meanwhile, the reference distance d0 must be properly determined for different propagation

environments. For example, d0 is typically set as 1 km for a cellular system with a large

coverage (e.g., a cellular system with a cell radius greater than 10 km). However, it could be

100 m or 1 m, respectively, for a macrocellular system with a cell radius of 1km or a microcellular

system with an extremely small radius.

4.2 Statistical models for multipath fading channels

The wireless transmission environment can be either LoS or NLoS. The probability density

function (PDF) of the received signal in NLoS follows the Rayleigh distribution, while in LoS,

the PDF of the received signal follows the Rician distribution.

The received signal in a wireless channel propagation environment can be seen as the combi-

nation of signals from an infinite number of scatters. According to the central limit theorem,

the received signal can be modeled as a Gaussian random variable.

4.2.1 Clarke’s model

The received signal from flat fading channel consists of the superposition of a large number Ls

of local uncorrelated scatterers that arrive at the receiver almost simultaneously with a common

propagation delay. Each of these scatterers is characterized by its own random amplitude and

random phase. Thus, the fading process can be modeled as a sum of Ls weighted complex

exponentials [69]:

h(t) =
Ls∑
l=1

gle
((j2πfmcosθl)t+ϕl) (5)

Ls : number of scatterers.

gl: random amplitude of the lth scatterer.

θl : random angle of arrival of the lth scatterer.

ϕl : random initial phase of the lth scatterer.

fm : maximum Doppler frequency (fm= v/ λ).

4.2.2 Rayleigh fading distribution

When there are a large number of scatterers, according to the central limit theorem, the fading

process c(t) can be approximated as a complex Gaussian process [70], [64], [71]

c(t) = |c(t)|.e−jϑ(t) (6)
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When no direct line-of-sight path exists between the transmitter and the receiver, the fading

process c(t) will have zero-mean and variance of σ2.

In that case: the envelope r= |c(t)| has a Rayleigh probability density function:

p(r) =


r
σ2 e

(
− r2

2σ2

)
r ≥ 0

0 r < 0

(7)

σ2 : average power of the received faded signal.

ϑ(t) denotes the phase which is uniformly distributed over a 2π interval.

The probability that the envelope of the received signal does not exceed a specified value

Q is given by the Cumulative Distribution Function (CDF):

Pr(r ≤ Q) =

∫ Q

0

p(r).dr =

∫ Q

0

r

σ2
exp

(
− r2

2σ2

)
.dr = 1−exp

(
− Q2

2σ2

)
(8)

The mean value rmean of the Rayleigh distribution is given by:

rmean = E[r] =

∫ ∞

0

r.p(r).dr = σ

√
π

2
= 1.2533σ (9)

The variance of the Rayleigh distribution is given by σ2
r :

σ2
r = E[r2]−(E[r])2 =

∫∞
0
r2.p(r).dr−σ2 π

2
= σ2

(
2− π

2

)
= 0.4292σ2 (10)
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5 System Model

In this section, we will describe the scenario model, channel model, as well as the mathematical

and geometric relationships.

5.1 Scenario

We are considering a single-input multiple-output (SIMO) wireless system, wherein a reconfig-

urable intelligent surface composed of Nr reflecting elements is deployed to assist in communi-

cation from the base station with a single antenna transmitter to the mobile station with an

Nm antenna receiver, as illustrated in Fig. 2.

Figure 2: The direction of departure and arrival of the signal in the system with the aid of a
RIS, AoA2 is unknown and needs to be estimated.

We will assume that the RIS (i.e., phase shifters) has Nr passive reflecting elements arranged in

a uniform array of reflectors. Also, we will assume the position of BS is known b= [bx by]
T and

the position of RIS is known r= [rx ry]
T while the position of MS is unknown m= [mx my]

T .

Additionally, we will assume the direct transmission path between BS and MS is blocked by
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an obstacle, and the propagation channel between BS and MS is only composed of a reflection

path via the RIS. We aim to estimate the angle of arrival of the received signal at the mobile

station that gives the highest received power at the mobile station.

5.2 Channel model

The propagation channel via RIS is composed of two individual channels, the channel between

BS and RIS, denoted by h∈ ⊂Nr×1 and the channel between RIS and MS, denoted by G∈
⊂Nm×Nr.

Furthermore, we will assume that all the channels are independent flat-fading with:

h =

 h1h2
hNr

 h ∈⊂Nr×1 (11)

To further explain h, we can rewrite it as follows:

h : hi =

(
λ

4πd
η/2
1

)
αejϕi i = 1, 2, ...., Nr.

=

(
λ

4πd
η/2
1

)
|α|ejF ejϕi

=

(
λ

4πd
η/2
1

)
|α|ej(F+ϕi)

(12)

Where hi denotes fading channel between the BS and the i-th reflecting meta-surface of the

RIS, λ/(4πd
η/2
1 ) is the free-space path loss that occurred in the link between the BS and the

RIS,λ denotes the wavelength of the carrier frequency, d1 is the distance between BS and RIS,

η is the path loss exponent, α = |α|ejF with | α | and F denoting the modulus and phase of the

complex gain α over the BS-RIS path and follows the Rayleigh distribution, the elements of α

an i.i.d in the Gaussian distribution CN∼ (0, 1), ϕi is the phase shift induced by the element i

at the RIS, as illustrated in Fig. 3 and Appendix A.

ϕi = −2π(i− 1)
d

λ
cos(AoA1) ϕi ∈ [−π, π] (13)

AoA1 denotes the angle of arrival or direction of arrival of the received signal at the RIS from

the BS and is defined at the RIS relative to the horizontal direction, as illustrated in Fig. 2.
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The antenna array response and steering vector at the RIS are denoted as

h =

(
λ

4πd
η/2
1

)
|α|


ejF

ej(F−2π d
λ
cos(AoA1))

ej(F−2π(Nr−1) d
λ
cos(AoA1))

 (14)

Figure 3: Phase shift induced by each element in ULA at RIS and MS.

The channel G∈ ⊂Nm×Nr from RIS to MS is:

G =

(
λ

4πd
η/2
2

)
zg (15)

λ/(4πd
η/2
2 )is the free-space path loss that occurred in the link between the RIS and the MS,

where d2 is the distance between the RIS and the MS.

The receiving steering vector at the MS from the RIS for the link between the RIS and the MS

is denoted by z, and the transmitting steering vector from the RIS toward the MS is denoted

by g.
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z =

 z1

z2

zNm

 z ∈⊂Nm×1 (16)

To further explain z, we can rewrite it as follow:

z : zk = ρ.ejφk for k = 1, 2, ..., Nm.

=| ρ | ejRejφk

=| ρ | ej(R+φk)

(17)

Where, zk denotes the channel coefficient between the RIS and MS for the kth antenna at the

MS (where k = 1, 2, . . . , Nm), ρ =| ρ | ejR with | ρ | and R denoting the magnitude and phase

of the complex gain ρ over the RIS-MS path and follows the Rayleigh distribution, the elements

of ρ are i.i.d in the Gaussian distribution CN ∼ (0, 1), and φk is the phase shift induced by

element k of MS, as illustrated in Fig. 3 and Appendix B.

φk = −2π(k − 1)
d

λ
cos(AoA2), φk ∈ [−π, π] (18)

AoA2 denotes the AoA or DoA of the received signal at the MS from the RIS and is defined

at the MS relative to the horizontal direction, as illustrated in Fig. 2.

The steering vector at the MS is denoted as follows:

z = |ρ|.


ejR

ej(R−2π d
λ
cos(AoA2))

ej(R−2π(Nm−1) d
λ
cos(AoA2))

 (19)
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g =
[
g1 g2 gNr

]
g ∈ ⊂1×Nr (20)

To further explain g, we can rewrite it as follow:

g : gi = βejθi for i = 1, 2, ..., Nr.

=| β | ejbejθi

=| β | ej(b+θi)

(21)

Where, gi is the channel coefficient between the RIS and the MS for the i-th reflecting meta-

surface (i = 1, 2, ..., Nr), β =| β | ejb with | β | and b denoting the magnitude and phase of

the complex gain β over the RIS-MS path and follows the Rayleigh distribution, the elements

of β are i.i.d in the Gaussian distribution CN ∼ (0, 1), and θi is the phase shift induced by

the element i of RIS and denotes the direction of the departure signal from RIS toward MS, as

illustrated in Fig. 3 and Appendix c.

θi = −2π(i− 1)
d

λ
cos(AoD2), θi ∈ [−π, π] (22)

AoD2 denotes the angle of departure (AoD) or direction of departure (DoD) of the transmitted

signal from the RIS to the MS and is defined at the RIS relative to the horizontal direction, as

illustrated in Fig. 2.

The steering vector from the RIS is denoted as follows:-

g = |β|
[
ejb ej(b−2π d

λ
cos(AoD2)) ej(b−2π(Nr−1) d

λ
cos(AoD2))

]
(23)

to write G with new expression

G =

(
λ

4πd
η/2
2

)
| ρ | . | β |


ejR

ej(R−2π d
λ
cos(AoA2))

ej(R−2π(Nm−1) d
λ
cos(AoA2))


[
ejb ej(b−2π d

λ
cos(AoD2)) ej(b−2π(Nr−1) d

λ
cos(AoD2))

]
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Each unit of the RIS reflects the received signal from the BS independently with an adjustable

phase shift. We model the reflection by the units of the RIS using

q =

 q1q2
qNr

 q ∈⊂Nr×1 (24)

q : qi = Γie
jψi , ψi ∈ [−π, π], Γi ∈ [0, 1] (25)

ψi and Γi denote the phase shift and amplitude reflection coefficient of the i-th unit, respectively.

For simplicity, we set Γi= 1, ∀i.
In [72], the author mentioned that the maximum SNR of the received signal at the receiver is

achieved when the RIS phase shift matches the combined phase of the user to the RIS channel

and the RIS to BS channel. Based on that, the optimal choice of the phase shift of each reflector

element on the RIS to maximize the received signal at the MS is equal to

ψi + ̸ gi + ̸ hi = 0 (26)

ψi = − (̸ gi + ̸ hi)

= −[(b+ θi) + (F + ϕi)]

= −[(b− 2π.(i− 1)d.cos(AoD2)

λ
) + (F − 2π.(i− 1)d.cos(AoA1)

λ
)]

(27)

to write q with new expression:-

q =


e−j(b+F )

e−j(b−
2πdcos(AoD2)

λ
+F− 2πdcos(AoA1)

λ
)

e−j(b−
2π(Nr−1)dcos(AoD2)

λ
+F− 2π(Nr−1)dcos(AoA1)

λ
)

 (28)

The entire channel between the BS and the MS via RIS ∈ ⊂Nm×1 can be formulated as:-

htotal = GΦh (29)

Where Φ = diag(q) ∈ ⊂Nr×Nr is the phase control matrix at the RIS and denotes a diagonal

matrix whose diagonal elements are the corresponding elements of the q. It is diagonal because

each RIS element reflects the signal independently, and there is no signal coupling or joint
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processing over the RIS elements [73–76].

We only consider signals reflected by the RIS for the first time and ignore those reflected by it

twice to reduce the effect of path loss. Hence, the received signal reflected from all RIS elements

y∈ ⊂Nm×1 can be modeled as a superposition of their respective reflected signals as follow:

y =
√
Ps(GΦh)s+ n (30)

Ps is the transmit power at the BS, s is the transmitted pilot signal, and n ∈ ⊂Nm×1 is the

additive white Gaussian noise (AWGN) n∼ CN (0, No).

Notification:

The equations mentioned in the system model assume the transmission of a single sample. Our

goal is to transmit multiple samples from the signal. The general form of the received signal at

the mobile station after sending T samples is shown in Equation (31).

yT =
√
Ps(GTΦThT )sT + nT yT ∈⊂Nm×T

=
√
Ps(hTOTAL)sT + nT

(31)

Where, sT ∈ ⊂1×T denotes T samples transmitted, hTOTAL = (GTΦThT ) denotes the entire

channel between the BS and the MS via RIS ∈ ⊂Nm×T , and nT ∈ ⊂Nm×T is AWGN at the MS

nT ∼ CN (0, N0).

hT ∈ ⊂Nr×T indicate the channel between BS and RIS for the T samples, which can be repre-

sented as:

hT =

(
λ

4πd
η/2
1

)  e
jϕ1

ejϕ2

ejϕNr

 [α1 α2 αT ] (32)

=

(
λ

4πd
η/2
1

)  1

e−j2π
d
λ
cos(AoA1)

e−j2π(Nr−1) d
λ
cos(AoA1)

 [α1 α2 αT ]

α1 = |α1|.ejF1 with | α1 | and F1 denoting the modulus and phase of the complex gain α1 over

the BS-RIS path when sending sample 1 and follows the Rayleigh distribution.
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GT indicates the channel between the RIS and MS for the T samples, which can be represented

as:

GT =

(
λ

4πd
η/2
2

)
zTgT GT ∈ ⊂Nm×Nr (33)

zT =

 ejφ1

ejφ2

ejφNm

 [ρ1 ρ2 ρT ] zT ∈ ⊂Nm×T (34)

=

 1

e−j2π
d
λ
cos(AoA2)

e−j2π(Nm−1) d
λ
cos(AoA2)

 [ρ1 ρ2 ρT ]

gT =

β1β2
βT

 [ejθ1 ejθ2 ejθNr ] gT ∈ ⊂T×Nr (35)

=

β1β2
βT

 [1 e−j2π
d
λ
cos(AoD2) e−j2π(Nr−1) d

λ
cos(AoD2)]

β1 is represented as | β1 | ejb1 , where | β1 | and b1 denote the magnitude and phase, respec-

tively, of the complex gain β1 over the RIS-MS path when sending sample 1, and it follows the

Rayleigh distribution.

Similarly, ρ1 is represented as | ρ1 | ejR1 where | ρ1 | and R1 denoting the magnitude and

phase, respectively, of the complex gain ρ1 over the RIS-MS path when sending sample 1, and

it follows the Rayleigh distribution.
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ΦT = [diag(q1) diag(q2) diag(qT )] ∈⊂Nr×Nr∗T (36)

where diag(q1) is the phase control matrix at the RIS when sending sample one.

q1 =


e−j(b1+F1)

e−j(b1−
2πdcos(AoD2)

λ
+F1− 2πdcos(AoA1)

λ
)

e−j(b1−
2π(Nr−1)dcos(AoD2)

λ
+F1− 2π(Nr−1)dcos(AoA1)

λ
)

 (37)

The received signal strength indicator (RSSI) measures the strength of the signal at the re-

ceiver, with higher RSSI values indicating a stronger signal. Mathematically, the received

signal strength at the receiver can be expressed as follows:

Pr = (Ps).|GTΦThT |2 (38)

Pr(dBm) = 10log10

(
Ps.|GTΦThT |2

1mW

)
(39)

In various communication systems, the SNR is one of the parameters used to measure the

quality of the communication link. Higher SNR values indicate better communication link

quality. Mathematically, it is expressed as follows:

SNR =
Pr
Pn

=
(Ps).|GTΦThT |2

No
(40)

SNR(dB) = 10log10

(
(Ps).|GTΦThT |2

No

)
(41)
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5.3 Mathematical and geometric relationships

Based on our assumption, the position of the RIS is known to the BS. Therefore, AoD1 and

AoA1 are known. The information on AoD2 and AoA2 is unknown, and we will estimate these

parameters. Based on Fig. 2, we can impose the following geometric relationships among the

BS, RIS, and MS as follows:-

AoD1 = tan−1

(
ry − by
rx − bx

)
AoD1 ∈ (0, 90) (42)

AoA1 = −180 + AoD1 AoA1 ∈ (−180, 0) (43)

AoD2 = −cos−1

(
mx − rx√

(rx −mx)2 + (ry −my)2

)
AoD2 ∈ (−180, 0) (44)

AoA2 = 180 + AoD2 AoA2 ∈ (0, 180) (45)

To determine the accuracy of the angle of arrival estimation, we can calculate the root mean

square error (RMSE) of the angle of arrival estimation. RMSE should be small for accurate

estimation.

RMSE =


√√√√ 1

Runs
.

j=Runs∑
j=1

(AoA2True(j) – AoA2Estimated(j))2

 (46)

Where AoA2True represents the actual value of the angle of arrival of the received signal at the

MS, calculated using equation 45. AoA2Estimated refers to the estimated value of the AoA of

the received signal at the MS, determined using the MUSIC or MIN-NORM algorithms. Runs

denote the number of iterations in the estimation process.
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6 MUSIC Algorithm

6.1 Overview of MUSIC algorithm

The MUSIC algorithm is a spatial spectrum estimation algorithm that estimates the angle

of arrival of a received signal using the orthogonality property between the signal subspace

and the noise subspace. It employs eigenvalue decomposition (EVD) to separate the signal of

interest from the noise by determining the array covariance matrix [49], [51], [61], [77]. With

this technique, signal-based and noise-based subspaces can be effectively obtained. Then, the

power spectrum function of the MUSIC algorithm is calculated, and the angle of arrival is

estimated by searching for all arrival vectors that are orthogonal to the noise subspace. To

do so, the algorithm constructs an arrival-angle-dependent power expression for the MUSIC

pseudo-spectrum, which has infinite peaks when an arrival vector is orthogonal to the noise

subspace. In practice, however, the angles at which the pseudo spectrum has finite peaks

represent the desired arrival directions. Because the pseudo spectrum can have more peaks

than there are sources, the algorithm requires that the number of sources, K, be specified as a

parameter so that the K largest peaks are chosen.
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6.2 Flow chart for MUSIC algorithm

Fig. 4 presents a flow chart for the MUSIC algorithm.

Figure 4: MUSIC implementation flow chart [1].
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6.3 MUSIC implementation

MUSIC deals with the decomposition of the covariance matrix of the received signal at a mobile

station into two orthogonal matrices: signal-subspace and noise-subspace. Estimation of direc-

tion is performed from one of these subspaces, assuming that noise in each channel is highly

uncorrelated. The array covariance matrix has Nm eigenvalues (λ1, λ2, . . . , λNm) along with

Nm associated eigenvectors E= [e1 e2 eNm]. If the eigenvalues are sorted from smallest to

largest, we can divide the matrix E into two subspaces [EN ES]. The first subspace EN is

called the noise subspace and is composed of Nm–K eigenvectors associated with the noise.

Where K denotes the number of sources signals, in our scenario, K=1. The second subspace

ES is called the signal subspace and is composed of K eigenvectors associated with the source

signals. The noise subspace is an Nm × (Nm – K ) matrix, and the signal subspace is an

Nm × K matrix. The noise subspace eigenvectors EN are orthogonal to the array steering

vectors hTOTAL(angle) at the true angle of arrival. Because of this orthogonality condition

hHTOTAL(angle)ENE
H
NhTOTAL(angle) = 0 when angle equal true arrival angle. Placing this

expression in the denominator creates sharp peaks at the true arrival angles. The MUSIC

pseudo spectrum is now given as

PMU(angle) =
1

hHTOTAL(angle)ENE
H
N .hTOTAL(angle)

(47)

Where (.)H denotes the Hermitian operator.

MUSIC calculates the PMU(angle) at each angle ∈ [0,180] of all the samples, then calculates

the average PMU(angle) at each angle. After that, it searches for the maximum average

PMU(angle); the angle with the highest average PMU(angle) represents the intended angle

of arrival.

6.3.1 MUSIC spectrum PMU(angle)

To further explain how to calculate the MUSIC spectrum, follow these steps.

Step 1: Find the noise subspace EN .

Step 2: Calculate the PMU(angle) at each angle from 0 to 180 for all samples.

PMU(angle) =
1

hHTOTAL(angle)ENE
H
NhTOTAL(angle)

(48)

where,

hTOTAL(angle) for any sample = GT (angle)ΦT (angle)hT
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GT (angle) =

(
λ

4πd
η/2
2

)
zT (angle)gT (angle),

zT (angle) =

 1

e−j2π
d
λ
cos(angle)

e−j2π(Nm−1) d
λ
cos(angle)

 [ρ1 ρ2 ρT ]

gT (angle) =

β1β2
βT

 [1 e−j2π
d
λ
cos(−180+angle) e−j2π(Nr−1) d

λ
cos(−180+angle)]

ΦT (angle) = [diag(q1(angle)) diag(q2(angle)) diag(qT (angle))] (49)

q1(angle) =


e−j(b1+F1)

e−j(b1−
2πdcos(−180+angle)

λ
+F1− 2πdcos(AoA1)

λ
)

e−j(b1−
2π(Nr−1)dcos(−180+angle)

λ
+F1− 2π(Nr−1)dcos(AoA1)

λ
)

 (50)

hT =

(
λ

4πd
η/2
1

)  1

e−j2π
d
λ
cos(AoA1)

e−j2π(Nr−1) d
λ
cos(AoA1)

 [α1 α2 αT ] (51)

Step 3: Calculate the average PMU (angle) at each angle.

Step 4: Search for the maximum average PMU(angle).

Step 5: Decide the angle with the highest average PMU(angle) representing the intended

arrival angle.

6.3.2 Noise subspace

To calculate the noise subspace EN , follow these steps:-

Step 1: Find the Covariance matrix of the received signal cov(yT ) ∈ ⊂Nm×Nm.

cov(yT ) =
yTy

H
T

T
(52)
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Step 2: Decompose the eigenvalues and arrange them in ascending order, which λ =

λ1 0 0

0 λ2 0

0 0 λNm


Step 3: Find eigenvectors associated with Nm−K smallest eigenvalue.

Step 4: The (Nm X Nm -K ) eigenvectors denote the noise subspace EN .

6.3.3 Generate data

To generate data, follow these steps.
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Step 1: Specify the location of the BS and the RIS.

Step 2: Assign a random location for the MS.

Step 3: Generate a T-sample.

Step 4: Send sample 1 (T1).

Step 5: Apply a fading channel between the BS and the RIS using equations (14), and (43).

Step 6: Adjust the phase shift for each element at the RIS to maximize the received signal

power at the MS using Equations (28), (43) and (44).

Step 7: Apply a fading channel between the RIS and the MS using equations (15), (19),

(23), (44), and (45).

Step 8: Send other samples to the MS.

Step 9: Repeat Steps 6-7-8 using equation (32),(33),(34),(35), and (36).

Step 10: Calculate the total received signal from the T-sample at MS using equation (31).



7 MIN-NORM Algorithm

7.1 Overview of MIN-NORM algorithm

Kumaresan and Tufts proposed the MIN-NORM algorithm [12] for frequency analysis and an-

tenna processing. It is another method based on eigendecomposition; instead of forming an

eigenspectrum that utilizes all of the noise eigenvectors as in the MUSIC and eigenvector al-

gorithms, this method consists of searching for a vector with the Minimum Norm within the

noise subspace to determine the position of the peaks in the pseudo-spectrum.

To calculate this vector, three constraints must be satisfied [13]:

1) The vector a must lie within the noise subspace EN , then it is orthogonal to the projection

on the signal subspace, EHs .a = 0.

2) The vector a has a Minimum Norm.

3) The first element of a is unity.

The third constraint can be expressed as follows:

aH .u1 = 1 (53)

where u1 =

10
0

 u1 ∈⊂Nm×1

Therefore, the Minimum Norm solution as mentioned in [78] is:

a =
EN .E

H
N .u1

uH1 .EN .E
H
N .u1

(54)

The MIN-NORM pseudo spectrum [78] is given as

PMIN−NORM(angle) =
1

|hHTOTAL(angle).a|2

=
1

hHTOTAL(angle).a.a
H .hTOTAL(angle)

(55)
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7.2 Flow chart for MIN-NORM algorithm

Fig. 5 presents a flow chart for the MIN-NORM algorithm.

Figure 5: MIN-NORM implementation flow chart.
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8 Numerical Simulation Results

We used MATLAB software to analyze the performance of the MUSIC algorithm and the

MIN-NORM algorithm in estimating the angle of arrival of the received signal at the MS.

8.1 Simulation setup

The main simulation parameters are presented in Table 2.

Table 2: Simulation parameters.

Parameters Values

System Bandwidth (BW) 1 MHz

Power of AWGN (No) -114 dBm

Transmitted Power (Pt) 1 W

Carrier Frequency (fc) 30 GHz

True value for AoA2 115

Number of Sources Signal (K ) 1

Path loss exponent at all links (η) 2

Inter-Element Spacing in the Array (d) λ/2 = 0.005

Wavelength for the Carrier Frequency (λ) 0.01m

Number of Array Elements at RIS (Nr) 200

Number of Array Elements at MS (Nm) 20

Number of Snapshots or Samples (T) 500

The location of the base station ( bx, by) (0,0)

The location of the RIS relative to the origin ( rx, ry) (10,15)

The location of the mobile station relative to the origin( mx,my) ( 17,0 )

8.2 Results

In this part, we present the results of the angle of arrival estimation obtained using the MUSIC

algorithm. Furthermore, we employed the MIN-NORM algorithm to validate the performance

and effectiveness of the MUSIC algorithm in the angle of arrival estimation. The estimation

efficiency can be optimized by considering various parameters, such as:
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1. Increasing the number of array elements at the RIS.

Fig. 6 illustrates the impact of the number of elements at RIS on the MUSIC spec-

trum, while Fig. 7 demonstrates the effect of the number of elements at RIS on the

MIN-NORM spectrum, with all other simulation parameters held constant.

Figure 6: MUSIC algorithm performance for different array elements at RIS.

Figure 7: MIN-NORM algorithm performance for different array elements at RIS.

The simulation results in Fig. 6 and Fig. 7 demonstrate that the performance of the

MUSIC algorithm and the MIN-NORM algorithm improves with an increased number of

elements at the RIS. Sharper peaks and narrower beamwidth in the spectra indicate this
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improvement. These enhancements signify a clearer signal direction, higher accuracy in

estimating the angle of arrival, and improved directivity and beamforming gain.

Furthermore, we will examine the impact of changing the number of RIS elements on

the received signal strength. We calculated the power received (Pr) at the mobile station

using equation (39) and evaluated the SNR using equation (41). The results were subse-

quently included in Table 3.

Table 3: Received signal power and SNR at the mobile station for different array elements at
RIS (Nm = 20, T = 500, η = 2, d = λ/2, Ps = 1watt).

Nr Pr (dBm) SNR (dB)

10 -113.81 0.194

50 -99.83 14.174

100 -93.81 20.194

200 -87.90 26.105

The results presented in Table 3 indicate that as the number of elements at the RIS

increases, both the received signal power and SNR at the mobile station also increase.

This improvement in signal strength signifies an enhancement in link quality. Hence, a

larger number of RIS elements is crucial for establishing a reliable connection through

the reflected path.

When comparing the results in Fig. 6 with Table. 3, it is evident that an increased

number of elements at the RIS results in higher received signal power at the mobile sta-

tion, an increased SNR, a sharper MUSIC spectrum, and a narrower beamwidth in the

MUSIC spectrum. These outcomes contribute to enhanced directivity, resulting in im-

proved accuracy in estimating the angle of arrival.

Fig. 8 shows the RMSE results of the angle of arrival estimation concerning the number

of RIS elements, keeping all other simulation parameters constant. The Monte Carlo es-

timations were performed over 100 simulations. With the results presented, it is possible

to verify that the MUSIC technique has the best performance when the number of RIS

elements is 6 elements or more, but the MIN-NORM technique performs best when the

number of RIS elements is 12 elements or more.
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Figure 8: RMSE versus number of array elements at RIS(Nm = 20, T = 500, η = 2, d =
λ/2, Ps = 1Watt).

Fig. 9 presents the angle of arrival estimation results by MUSIC and MIN-NORM when

the number of array elements at RIS = 50

Figure 9: The performance of the MUSIC and MIN-NORM algorithms when Nr = 50, Nm=20,
T = 500, d= λ/2, η = 2, Ps = 1watt.

The results in Fig. 9 show that both algorithms provide high accuracy in estimating the

angle of arrival of the received signal. However, the beam width in the MUSIC algorithm

is narrower than that of MIN-NORM. As a result, the MUSIC algorithm increases direc-

tivity and beamforming gain. Additionally, the MUSIC algorithm does not produce any

additional small peaks like the MIN-NORM algorithm, which increases the efficiency of

the MUSIC algorithm.
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2. Increasing the number of snapshots.

Fig. 10 depicts the impact of the number of snapshots on the MUSIC spectrum, while

Fig. 11 demonstrates the effect of the number of snapshots on the MIN-NORM spectrum,

with all other simulation parameters being kept constant.

Figure 10: MUSIC algorithm performance for a different number of snapshots.

Figure 11: MIN-NORM algorithm performance for a different number of snapshots.

The results depicted in Fig. 10 and Fig. 11 indicate that an increasing number of snap-

shots result in sharper peaks in the MUSIC spectrum and MIN-NORM. This leads to
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more precise direction-of-arrival estimation and improved directivity, thereby enhancing

the efficiency of the estimation algorithms. However, the inclusion of more samples also

leads to increased data processing and computation, resulting in slower speed. Conse-

quently, it is crucial to select an appropriate number of snapshots that meets the accuracy

requirements while minimizing resource consumption and maximizing speed.

Table. 4 illustrates the received power and SNR, calculated using equations (39) and

(41) respectively while varying the number of snapshots. We will analyze the impact of

the number of snapshots and SNR value on the estimated angle of arrival.

Table 4: Received signal power and SNR at the mobile station for different numbers of snapshots
(Nm = 20, Nr = 200, d = λ/2, η = 2, Ps = 1watt).

T Pr (dBm) SNR (dB)

10 -88.94 25.06

50 -88.44 25.56

100 -88.7 25.3

500 -87.79 26.2

When comparing the results in Fig. 10 with those in Table. 4, we observe that if the SNR

is good, only a few snapshots are sufficient to estimate the angle of arrival accurately; in

this case, 50 or 100 snapshots are enough.

Furthermore, we studied the effect of increasing the number of snapshots on the MU-

SIC spectrum in Shadowed urban cellular radio by increasing the path loss exponent to

3.5 while keeping all other simulation parameters constant. The results of the simulation

are presented in Fig. 12.
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Figure 12: MUSIC algorithm performance for a different number of snapshots( η = 3.5, Nm =
20, Nr = 200, Ps = 1watt, d = λ/2).

The results of Fig. 12 indicate that in Shadowed urban cellular radio, MUSIC works

correctly with fewer errors and sharper peaks when higher numbers of snapshots are used.

Table 5: Received signal power and SNR at the mobile station for different numbers of snapshots
(η = 3.5, Nm = 20, Nr = 200, Ps = 1watt, d = λ/2).

T Pr (dBm) SNR (dB)

10 -125.86 -11.87

100 -125.96 -11.96

500 -125.8 -11.36

2000 -124 -10

When comparing the results in Fig. 12 with those in Table. 5, We observe that the estima-

tion task becomes more difficult with lower SNR values and fewer snapshots. Therefore,

if the SNR is very low, MUSIC needs more snapshots to increase the efficiency of the

estimation algorithm. The more snapshots, the narrower the peaks. In this case, it is ob-

served that 2000 snapshots are needed in order to accurately estimate the angle of arrival.

Fig. 13 presents the RMSE results for the angle of arrival estimation based on the number

of snapshots while keeping all other simulation parameters constant. The Monte Carlo

estimations were conducted across 100 simulations. The findings demonstrate that both

the MUSIC and MIN-NORM algorithms exhibit superior performance when the number

of snapshots is 6 or greater.

Fig. 14 displays the performance of the angle of arrival estimation algorithms when the
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Figure 13: RMSE Versus number of snapshots (Nm = 20, Nr = 200, η = 2, Ps = 1watt).

number of snapshots is set to 100. The results demonstrate the high accuracy of both

the MIN-NORM and MUSIC algorithms in estimating the arrival angle of the received

signal. These findings confirm the effectiveness of the algorithms in accurately estimating

the angle of arrival. Specifically, the MUSIC technique outperforms the MIN-NORM

technique with a narrower beam width and does not exhibit any additional small peaks.

Figure 14: The performance of the MUSIC and MIN-NORM algorithms when (T = 100, Nm
= 20, Nr = 200, η = 2, Ps = 1watt, d = λ/2).
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3. Increasing the number of array elements at the mobile
station.

Fig. 15 depicts the influence of the number of array elements at the mobile station

on the MUSIC spectrum, while Fig. 16 presents the effect on the MIN-NORM spectrum,

keeping all other simulation parameters constant.

Figure 15: MUSIC algorithm performance for different array elements at MS.

Figure 16: MIN-NORM algorithm performance for different array elements at MS.

The results presented in Fig. 15 and Fig. 16 demonstrate that increasing the number of

array elements at the mobile station leads to a narrower beamwidth in both the MUSIC

spectrum and the MIN-NORM spectrum. This enhancement improves the resolution of

the direction-of-arrival spectrum, resulting in a needle-like peak and increased directivity
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of the antenna array. Consequently, the beamforming gain is increased, enabling the an-

tenna beam to effectively focus on the intended user. Additionally, increasing the number

of array elements at the mobile station causes the disappearance of additional small peaks

in the MIN-NORM spectrum. This improvement contributes to the increased efficiency

of the MIN-NORM algorithm.

Fig. 17 shows the RMSE results of the angle of arrival estimation with respect to the

number of array elements at the mobile station, keeping all other simulation parameters

constant. The Monte Carlo estimations were performed over 100 simulations. Based on

the presented results, both algorithms yield an RMSE of 0.017 for any value of the num-

ber of array elements at the MS.

Figure 17: RMSE Versus Number of array elements at the mobile station (T = 500, Nr = 200,
η = 2, Ps = 1watt, d = λ/2).

Fig. 18 displays the angle of arrival estimation results obtained by the MUSIC and MIN-

NORM algorithms when the number of array elements at MS = 70. The results indicate

that both algorithms demonstrate high accuracy in estimating the angle of arrival of the

received signal. Moreover, the MUSIC algorithm outperforms the MIN-NORM algorithm

by achieving a narrower beam width.
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Figure 18: The performance of the MUSIC and MIN-NORM algorithms ( when Nm = 70,
T = 500, Nr = 200, η = 2, Ps = 1watt, d = λ/2).

4. Increasing SNR.

The influence of the SNR on the MUSIC spectrum is illustrated in Fig. 19, while the

effect of SNR on the MIN-NORM spectrum is depicted in Fig. 20. All other simulation

parameters remain constant.

Figure 19: MUSIC algorithm performance for different SNRs.
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Figure 20: MIN-NORM algorithm performance for different SNRs

When the SNR increases, indicating a less noisy environment and better link quality,

it has a direct and positive impact on the performance of both the MUSIC and MIN-

NORM algorithms, as demonstrated in Fig. 19 and Fig. 20. The results indicate that

as the SNR increases, the MUSIC spectrum and MIN-NORM spectrum exhibit sharper

peaks, leading to reduced errors, improved accuracy in angle detection, and a clearer

indication of the signal direction.

In Fig. 21, the performance of the angle of arrival estimation algorithms is showcased for

a scenario where SNR 25 dB. The results show the accuracy of both the MIN-NORM and

MUSIC algorithms in estimating the arrival angle of the received signal. The MUSIC and

MIN-NORM algorithms exhibit clear and sharp peaks. Notably, the MUSIC technique

outperforms the MIN-NORM technique with a narrower beam width and the absence of

any additional small peaks.
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Figure 21: The performance of the MUSIC and MIN-NORM algorithms (when SNR =25 dB,
Nm = 20, T = 500, Nr = 200, η = 2, d = λ/2)

5. The Spacing between array elements.

Inter-element spacing is an essential factor in designing an antenna array; the effect of

inter-element spacing on the MUSIC spectrum is shown in Fig. 22 and Fig. 24, and the

effect of inter-element spacing on the MIN-NORM spectrum is shown in Fig. 23 and Fig.

25. All other simulation parameters are the same.

Figure 22: Performance of the MUSIC algorithm for different array spacing ranging from 0.1λ
to 0.6λ.
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Figure 23: Performance of the MIN-NORM algorithm for different array spacing ranging from
0.1λ to 0.6λ.

Figure 24: Performance of the MUSIC algorithm for different array spacing ranging from 0.7λ
to λ.
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Figure 25: Performance of the MIN-NORM algorithm for different array spacing ranging from
0.7λ to λ.

The simulated results shown in Fig. 22 and Fig. 23 indicate that the spacing affects the

beam width of the MUSIC spectrum and the MIN-NORM spectrum. Consequently, as

the inter-element spacings increase from 0.1λ to 0.6λ, the directivity of the array antenna

also increases. The simulated results shown in Fig. 24 and Fig. 25 indicate that increas-

ing the spacing beyond 0.7λ to 1.0λ also improves the directivity but introduces other

directions known as grating lobes. These false peaks may result in the wrong estimation

of the angle of arrival when the peak of the grating lobe is higher than the peak at the

actual angle of arrival. If the elements are spaced too closely together (with a smaller d

value), the coupling effect will be greater. On the other hand, if the elements are spaced

too far apart, grating lobes will appear. Consequently, the elements must be sufficiently

spaced apart to avoid mutual coupling, while still being close enough together to avoid

grating lobes.

As per the author [79], it has been mentioned that the expression representing the max-

imum spacing between elements in a linear array with a rectangular lattice, to ensure

avoidance of grating lobes at a scan angle of θ0, can be expressed as:

dmax =
λ

(1 + |cosθ0|)
(56)

By utilizing equation (56) within our system, we obtain the inter-element spacing in a
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ULA at the mobile station where grating lobes become apparent.

dmax =
λ

(1 + |cosθ0|)
=

λ

(1 + |cos(115)|)
= 0.7λ (57)

To validate the suitability of this law for calculating the distance at which grating lobes

start to appear, let’s present some additional examples:

In the context of a mobile station, when the location changes, the angle of arrival of

the signal at the mobile will also change. This change in angle can be considered as the

equivalent scan angle for which we need to calculate the inter-element distance of the

antenna array at which grating lobes start to appear. By applying the law proposed by

the author [79], we can determine the suitable distance between the elements to ensure

grating lobes avoidance for the given angle of arrival.

Fig. 26 depicts the inter-element spacing in which grating lobes become apparent at an

angle of arrival 135.

Figure 26: Performance of the MUSIC algorithm for different array spacing

By utilizing equation (56)

dmax =
λ

(1 + |cos(135)|)
= 0.6λ (58)

The results depicted in Fig. 26, in conjunction with Equation (58), provide clear evidence

that an inter-element spacing of 0.6λ for the antenna array at a mobile station serves as

the critical threshold at which grating lobes start to appear, specifically when the angle

of arrival equal 135.
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Fig. 27 depicts the inter-element spacing in which grating lobes become apparent at

an angle of arrival 90.

Figure 27: Performance of the MUSIC algorithm for different array spacing

By utilizing equation (56)

dmax =
λ

(1 + |cos(90)|)
= λ (59)

The findings illustrated in Fig. 27, in combination with Equation (59), indicate that when

the Angle of Arrival at the mobile station equals 90 degrees, the critical threshold for the

inter-element spacing at which grating lobes start to appear is λ.

By examining these additional examples and applying the same law, we can evaluate

the effectiveness and reliability of the equation (56) in predicting the onset of grating

lobes.
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Fig. 28 showcases the angle of arrival estimation results using MUSIC and MIN-NORM

algorithms when the inter-element spacing in the array antenna is set to 0.5 λ. The re-

sults demonstrate the high accuracy of both algorithms in estimating the arrival angle

of the received signal at the mobile station. The MUSIC technique demonstrates better

performance compared to the MIN-NORM technique, characterized by its narrower beam

width and absence of minor peaks.

Figure 28: The performance of the MUSIC and MIN-NORM algorithms when ( Nm = 20, T
= 500, Nr = 200, η = 2, Ps = 1watt, d = λ/2).

Fig. 29 depicts the RMSE results of the angle of arrival estimation in relation to the

inter-element spacing between antenna array elements while keeping all other simulation

parameters constant. The Monte Carlo estimations were conducted across 100 simula-

tions. Based on the presented results, it can be observed that both algorithms yield an

RMSE of 0.017 for any value of the inter-element spacing within the range of 0.1λ to

λ. Although grating lobes appeared when the distance between elements was 0.7λ or

greater, the sharp peak for the angle of arrival was higher than peak for the grating lobe

as shown in Fig. 24 and Fig. 25, thereby not affecting on RMSE. But in other scenarios,

it is possible that the sharp peak corresponding to the angle of arrival is smaller than the

peak of the grating lobe, resulting in an incorrect estimate of the angle of arrival.
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Figure 29: RMSE Versus Inter element spacing when ( Nm = 20, T = 500, Nr = 200,
η = 2, Ps = 1watt).

6. Propagation environment.

The path loss exponent is a parameter that defines the propagation environment in wire-

less communication networks. A lower path loss exponent indicates a more favorable

environment for wireless communications, while a higher exponent signifies a more noisy

propagation environment. The effect of the path loss exponent on the MUSIC spectrum is

shown in Fig. 30, and the impact of the path loss exponent on the MIN-NORM spectrum

is depicted in Fig. 31.

Figure 30: MUSIC algorithm performance for different path loss exponents.
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Figure 31: MIN-NORM algorithm performance for different path loss exponents.

Table 6: Received signal power and SNR at the mobile station for different path loss exponent
(Nr = 200, Nm = 20, T = 500, d = λ/2, Ps = 1Watt).

η Pr (dBm) SNR (dB)

2 -88.5 25.5

3 -113.7 0.30

3.5 -125.6 -11.63

4 -138 -24

The simulated results in Fig. 30 and Fig. 31, along with Table. 6, indicate that the

path loss exponent has a direct and negative effect on the performance of the MUSIC

algorithm and the MIN-NORM algorithm. As the path loss exponent increases, the power

of the received signal decreases, resulting in a decrease in SNR. Additionally, the sharp-

ness of the peak in the MUSIC spectrum and MIN-NORM spectrum decreases, and the

beamwidth increases. As a result, the directivity and accuracy of the angle of arrival

estimation decrease. We can estimate the angle of arrival using the MUSIC algorithm

when the path loss exponent is between 2 and 3.5, and using MIN-NORM when the path

loss exponent is between 2 and 3. However, the estimation task becomes more difficult

using both algorithms when η = 4 due to the lower SNR value.
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The performance of the angle of arrival estimation algorithms is illustrated in Fig. 32 for

a scenario where the path loss exponent is set to 3, while all other parameters remain

constant. The results emphasize the MIN-NORM and MUSIC algorithms’ accuracy and

effectiveness in estimating the arrival angle. Notably, the MUSIC technique outperforms

the MIN-NORM technique with its narrower beam width and absence of additional small

peaks.

Figure 32: The performance of the MUSIC and MIN-NORM algorithms ( when η = 3, Nr =
200, Nm = 20, T = 500, d = λ/2, Ps = 1watt).

Fig. 33 illustrates the RMSE results of the angle of arrival estimation with respect to

the path loss exponent. Through conducting 100 Monte Carlo simulations, the results

indicate that both the MUSIC and MIN-NORM algorithms perform well within the range

of path loss exponent 1.6 to 3.7.

Figure 33: RMSE Versus path loss exponent ( when Nr = 200, Nm = 20, T = 500, d =
λ/2, Ps = 1watt).
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7. Location of RIS and the mobile station.

In this part, we want to study the effect of the distance between the mobile station and the

RIS on the angle of arrival estimation accuracy. The location of the base station and the RIS

is fixed, with the distance between them being 18m, and the location of the mobile station is

variable. Then, we present the results in Fig. 34 and Fig. 35 and Table. 7

Figure 34: Performance of the MUSIC algorithm at different locations for the mobile station
when the distance from BS to RIS = 18 m.

Figure 35: Performance of the MUSIC algorithm at different locations for the mobile station
when the distance from BS to RIS = 18 m.
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Table 7: The received signal power and SNR at the mobile station for different locations(η =
2, Nm = 20, Nr = 200, T = 500, Ps = 1watt, d = λ/2, distance BS - RIS = 18 m ).

Distance between RIS-MS Pr(dBm) SNR(dB) True AoA2 Estimated AoA2

15m -87.96 26.03 90 90

35m -94.37 19.62 154.86 154.9

45m -96.49 17.51 160.56 160.6

50m -97.44 16.7 162.65 162.7

100m -103.418 9.8 171.38 171.6

200m -109.52 3.87 175.69 176.4

The simulated results of Fig. 34 and Fig. 35 and Table. 7 indicate that, as the distance between

the RIS and the mobile station increases, the power of the received signal at the mobile station

decreases, the SNR decreases, the sharpness of the peak in the MUSIC spectrum decreases,

and the directivity decreases, thus reducing the accuracy of the estimation angle of arrival of

the received signal at the mobile.

In this scenario, to obtain an accurate estimation of the angle of arrival, it is necessary to ensure

that the distance between the RIS and the mobile station is less than 100m.
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In this part of the study, the distance between the base station and the RIS will be increased

to 100 meters while keeping all other simulation parameters constant. Then, we want to study

the effect of the change in distance between the mobile station and the RIS on the accuracy of

the angle-of-arrival estimation.

Figure 36: Performance of the MUSIC algorithm at different locations for the mobile station
when the distance from BS to RIS = 100 m.

Table 8: The received signal power and SNR at different locations for the mobile station when
the distance from BS to RIS = 100 m (η = 2, Nm = 20, Nr = 200, T = 500, Ps = 1watt).

Distance between RIS-MS Pr(dBm) SNR(dB) True AoA2 Estimated AoA2

15m -102.2 11.8 90 90

50m -113.46 0.54 163.3 163.4

100m -119.2 -5.2 171.5 172.4

The simulation results of Fig. 36 and Table. 8 indicate that, when the distance between the base

station and the RIS was increased to 100 m and the distance between the RIS and the mobile

station increased, the path loss effect increased, the power of the received signal at the mobile

station decreased, the SNR decreased, the peak sharpness of the MUSIC spectrum decreased,

and the directivity decreased, resulting in a reduction of the accuracy of the estimated angle of

arrival of the received signal at the mobile. In this scenario, to obtain an accurate estimation of

the angle of arrival, it is necessary to ensure that the distance between the RIS and the mobile

station is less than 50m.
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In this part, we want to increase the distance between the base station and the RIS to 500m.

Then, we want to study the effect of the change in distance between the mobile station and the

RIS on the accuracy of the angle-of-arrival estimation.

Figure 37: Performance of the MUSIC algorithm at different locations for the mobile station
when the distance from BS to RIS = 500 m.

Table 9: The received signal power and SNR at different locations for the mobile station when
the distance from BS to RIS = 500 m (η = 2, Nm = 20, Nr = 200, T = 500, Ps = 1watt).

Distance between RIS-MS Pr(dBm) SNR(dB) True AoA2 Estimated AoA2

15m -116.5 -2.5 90 90

25m -120.63 -6.63 143.13 143.1

35m -124.4 -10.4 154.89 154.5

40m -125.14 -11.14 157.93 158.8

50m -127.28 -13.28 162.65 164.2

The simulation results of Fig. 37 and Table. 9 indicate that, when the distance between the

base station and the RIS was increased to 500 m and the distance between the RIS and the

mobile station increased, the path loss effect increased, the power of the received signal at the

mobile station decreased, the SNR decreased, the peak sharpness of the MUSIC spectrum de-

creased, and the directivity decreased, resulting in a reduction of the accuracy of the estimated

angle of arrival of the received signal at the mobile. In this case, the distance between the RIS

and the mobile station is limited to a maximum of 25 m.

Consequently, it is important to position the RIS at a moderate distance from the base station

to ensure optimum coverage, increase the received signal strength at the mobile station, and

minimize errors in angle detection.
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9 Conclusion

This thesis presents angle-of-arrival estimation using the MUSIC and MIN-NORM algorithms.

Both algorithms exhibit good performance in accurately estimating the angle of arrival. The

MUSIC algorithm outperforms the MIN-NORM algorithm with its narrower beam width and

absence of additional small peaks. While the MIN-NORM algorithm generates small other

peaks in some locations, limiting its efficiency, small peaks gradually disappear from the MIN-

Norm spectrum when increasing the number of array elements at the mobile station. The

simulation results indicate that the performance of MUSIC and MIN-NORM algorithms im-

prove with an increase in the number of array elements at the mobile station and RIS, a greater

number of snapshots of signals, positioning the RIS at a moderate distance from the base sta-

tion, an increase in SNR, and increased inter-element spacing of the antenna array. However,

it is essential to ensure that the inter-element spacing of the array does not exceed 0.6λ to

prevent the appearance of grating lobes. These improvements are analyzed in terms of sharper

peaks, narrower beam widths in the MUSIC and MIN-NORM spectra, a clearer and higher

resolution of the direction of arrival spectrum with a needle-like peak, and smaller errors in

angle detection.
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10 Future Work

There are several suggestions for future research, including:

• Using active RIS instead of passive RIS and studying its impact on angle-of-arrival es-

timation and SNR in different propagation environments. Active RIS involves utilizing

elements that reflect the incident signal and amplify it, in contrast to passive RIS, which

only reflects the signal with an adjustable phase shift.

• Considering the representation of the RIS as a uniform planar array (UPA) instead of a

uniform linear array. Then, evaluate the impact of the RIS shape and size on the accuracy

of angle estimation in different propagation environments.

• proposes using multiple RISs simultaneously and examining their effects on communi-

cation quality and accuracy. Then, investigate how the presence of multiple RISs can

be leveraged to improve angle-of-arrival estimation and communication performance in

different propagation environments.
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11 Appendix

A Finding the value of ϕi

When the transmitted signal from BS impinges on a surface of RIS that consists of a linear

array of reflecting elements from a direction AoA1, the signal arrives at each array element and

encounters a propagation delay as it travels across the array, as shown in Fig. 38,

Figure 38: Direction for signal arrival from the BS to the RIS.

The extra distance traveled at element i is equal to (i-1).d.cos(AoD1)= -(i-1).d.cos(AoA1),

where d is the distance between any two successive reflector elements, usually set to half-

wavelength (λ/2) at the carrier frequency(fc). AoD1 denotes the angle of departure (AoD) or

direction of departure (DoD) of the transmitted signal from the BS to the RIS is defined at the

BS to the horizontal direction, as illustrated in Fig. 2.

To calculate the time delay of arrival signal from BS at the i-th element at RIS denoted by τ1i
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τ1i =
distance

c

=
−(i− 1).d.cos(AoA1)

c

=
−(i− 1).d.cos(AoA1)

λ.fc

(60)

Where c denotes the speed of light.

The direction of the arrival signal from BS to each element on the RIS is

ϕi = 2π.fc.τ1i

= −2π.fc.
(i− 1).d.cos(AoA1)

λ.fc

= −2π.(i− 1).
d

λ
.cos(AoA1) i = 1, 2, · · · , N.

(61)
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B Determining the value of φk

The signal will be sent from each element on the RIS and arrive at each antenna on the MS

with a specific delay, When the signal arrives at MS from RIS, the additional distance traveled

at element k at MS is equal to -(k-1).d.cos(AoA2), as shown in Fig. 39,

.

Figure 39: A uniform linear array antenna with Nm elements.

To calculate the time delay of the arrival signal from the i-th element at the RIS to the MS, it

is denoted by τ3k and given by the equation:

τ3k =
−(k − 1).d.cos(AoA2)

λ.fc
. (62)

The direction of the arriving signal from RIS is

φk = 2π.fc.τ3k

= −2π.(k − 1).
d

λ
.cos(AoA2) k = 1, 2, · · · , Nm.

(63)
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C Deriving the value of θi

When the signal departs from RIS toward MS, the extra distance traveled at element i is equal

to -(i-1).d.cos(AoD2), as shown in Fig. 40.

Figure 40: Directional departure signal from the RIS to the MS.

To calculate the time delay departure signal from the i-th element at RIS toward MS denoted

by

τ2i =
distance

c

=
−(i− 1).d.cos(AoD2)

λ.fc
.

(64)

The direction of the departure signal from RIS is

θi = 2π.fc.τ2i

= −2π.(i− 1).
d

λ
.cos(AoD2) i = 1, 2, · · · , Nr.

(65)
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